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Abstract. Minimum-energy reaction paths and corresponding potential-energy profiles have been com-
puted for the lowest excited states of the amino form of 9H-adenine. Complete-active- space self-consistent-
field (CASSCF) and density functional theory (DFT) methods have been employed. The potential-energy
function of the lowest 1πσ∗ state, nominally a 3s Rydberg state, is found to be dissociative with respect
to the stretching of the NH bond length of the azine group. The 1πσ∗ potential-energy function inter-
sects not only those of the 1ππ∗ and 1nπ∗ excited states, but also that of the electronic ground state.
The 1ππ∗–1πσ∗ and 1πσ∗–S0 intersections are converted into conical intersections when the out-of-plane
motion of the active hydrogen atom is taken into account. It is argued that the predissociation of the 1ππ∗

and 1nπ∗ states by the 1πσ∗ state and the conical intersection of the 1πσ∗ state with the S0 state provide
the mechanism for the ultrafast radiationless deactivation of the excited singlet states of adenine.

PACS. 31.15.Ew Density-functional theory – 31.25.Qm Electron correlation calculations for polyatomic
molecules – 31.50.Gh Surface crossings, non-adiabatic couplings

1 Introduction

The nucleic acid bases adenine, cytosine, guanine and
thymine represent some of the most important building
blocks of life. To understand the mutagenic and carcino-
genic effects of solar UV radiation, it is essential to know
the primary mechanisms of the photochemistry of the
DNA bases and the nucleosides and nucleotides (for re-
views of the photophysics of DNA, see, e.g., Refs. [1–3]).
The lowest light-absorbing 1ππ∗ excited states of the DNA
bases lie approximately 5 eV above their respective ground
states. This significant energy deposited in the molecule
by light absorption could initiate a variety of photoreac-
tions. However, the quantum yields of photoproducts in-
volving substantial rearrangements of the heteroaromatic
rings are very low [2]. It seems that these reactive decay
channels are efficiently quenched by very fast nonradiative
decay processes back to the electronic ground state. These
ultrafast nonradiative decay processes provide DNA with
a high level of intrinsic photostability [1–3].

The nonradiative processes presumably are ultrafast
internal conversion and photoionization (formation of sol-
vated electrons) in aqueous solution [4]. The fluorescence
quantum yields of the DNA bases were measured at
room temperature in the early 1970s and found to be
<10−4 [1,2]. Triplet quantum yields are also very small [1],
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indicating the dominance of internal conversion in the
excited-state deactivation. While it has been widely rec-
ognized that these emission properties imply S1 lifetimes
of less than 10 ps, quantitative data on the ultrafast
decay processes in the DNA bases, nucleotides and nucle-
osides have been obtained only recently [5–11]. The tran-
sient absorption and time-resolved fluorescence measure-
ments have revealed nonradiative decay times of the order
of a few hundred femtoseconds [6,8–11]. The fluorescence
decays are complex and possibly cannot be described by
single exponentials [11].

In recent years it has also been demonstrated that
it is possible to obtain high-resolution electronic and vi-
brational spectra of isolated jet-cooled DNA bases and
their clusters with typical solvent molecules [12–17]. While
thymine appears to exhibit only a diffuse resonance-
enhanced multi-photon ionization (REMPI) spectrum and
lacks fluorescence even under isolated-molecule condi-
tions [12], the purine bases adenine and guanine posses
sharp REMPI and laser-induced fluorescence (LIF) spec-
tra, albeit only in a very narrow energy range [13–15,18].
Very recently, REMPI spectra exhibiting sharp lines have
been reported also for the pyrimidine base cytosine [19].
In all DNA bases, a low-lying nonradiative threshold is ob-
served, at which an abrupt quenching of the fluorescence
occurs [13–19]. It has been suggested that 1ππ∗–1nπ∗ cou-
pling is responsible for the fluorescence quenching of the
1ππ∗ state of the DNA bases, but this argument does not
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provide a convincing explanation of the postulated ultra-
short lifetime of the 1nπ∗ states [14,15,20].

Up to now only relatively few calculations of the ex-
cited states of DNA bases with ab initio methods have
been reported. The presence of several heteroatoms with
lone pairs results in the existence of a number of low-
lying 1nπ∗ and 1πσ∗ states in addition to the 1ππ∗ states,
resulting in a rather complex electronic spectrum. More-
over, the DNA bases possess several tautomers of com-
parable energy in the electronic ground state, which is
the consequence of the mobility of some of the hydro-
gen atoms. Calculations of the vertical excitation spec-
tra of the bases adenine, guanine, cytosine and thymine
have been reported in references [21–27]. The RPA [21,23],
CIS [20,26], CASSCF [22], CASPT2 [24–27], CIPSI [28]
and TDDFT methods [29] have been employed. In a few
cases, excited-state geometry optimizations have been per-
formed for the lowest 1ππ∗ and/or 1nπ∗ states [20,28–31].

It has recently been pointed out by the present au-
thors that excited singlet states of πσ∗ character are likely
to play a decisive role in the photochemistry of aromatic
biomolecules [32–35]. It has been shown for pyrrole, in-
dole (the chromophore of tryptophan) and phenol (the
chromophore of tyrosine) that the lowest 1πσ∗ states,
which are usually classified as 3s Rydberg states, exhibit
potential-energy (PE) functions which are essentially re-
pulsive with respect to the OH (phenol) or NH (pyrrole,
indole) stretching coordinate. The repulsive 1πσ∗ PE func-
tion intersects not only the PE functions of the 1ππ∗
states (in indole and phenol), but also that of the elec-
tronic ground state [32,34]. These symmetry-allowed in-
tersections of 1A′ and 1A′′ states are converted into con-
ical intersections when out-of-plane modes are taken into
account [33]. Via predissociation of the 1ππ∗ states and a
conical intersection with the ground state, the 1πσ∗ states
can trigger the ultrafast depopulation of the optically ex-
cited 1ππ∗ states [35].

The 1πσ∗ excited states of the DNA bases have hith-
erto essentially been ignored. Vertical excitation energies
of a few low-lying 1πσ∗ states have been included in the
tables of references [21,30], but these numbers have not
further been discussed. This situation may be related to
the fact that the spectroscopic detection of these states
is extremely difficult. The 1πσ∗ states are dark in ab-
sorption and, as will be shown below, their PE surfaces
are dissociative along NH or OH stretch coordinates. Pre-
sumably for this reason, 1πσ∗ excited states have not been
mentioned in any spectroscopic paper. On the theoretical
side, the valence-Rydberg mixing occurring between the
1ππ∗ states and quasi-degenerate Rydberg states are no-
toriously difficult to describe (see Refs. [36,37] and refer-
ences therein). Therefore these states are often artificially
removed from the excitation spectrum in CASPT2 calcu-
lations [27].

In view of the findings described in references [32–34],
it appears likely that 1πσ∗ states may also play a promi-
nent role in the photochemistry of the DNA bases. In the
present work we report the first results of an exploratory
study of 1πσ∗ excited states and associated reaction paths

for hydrogen detachment in adenine. We consider the 9H-
amino tautomer of adenine, which is known to be the
lowest-energy tautomer in the electronic ground state in
the gas phase [18]. From the structure of the 9H tautomer
it is clear that there are two potentially active centers
for hydrogen detachment, the azine (NH) and the amino
(NH2) group. We consider here the lowest 1πσ∗ state, as-
sociated with the azine group of 9H-adenine, as well as
the lowest 1nπ∗ and 1ππ∗ states.

2 Computational methods

The geometry optimizations of ground and excited states
have been performed with the complete-active-space self-
consistent-field (CASSCF) method. Equilibrium geome-
tries and reaction paths of the electronic ground state and
the lowest triplet state have additionally been obtained
with spin-unrestricted density-functional theory (DFT)
employing the B3LYP functional. The GAMESS [38] and
GAUSSIAN 98 [39] program packages have been used for
these calculations.

The standard 6-31G(d,p) split-valence double-zeta
Gaussian basis set with polarization functions for all
atoms [40] was used in the geometry optimization of the
ground (S0) and the excited valence (1ππ∗ and 1nπ∗)
states. For the Rydberg-type 1πσ∗ excited-state optimiza-
tions, this basis set was supplemented with a standard set
of s and p diffuse Gaussian functions [40] at the nitrogen
atom in position 9, and with an additional set of s and p
diffuse Gaussian functions of exponent ζ = 0.02, localized
at the hydrogen atom of the azine (NH) group in order
to provide additional flexibility for the description of the
diffuse σ∗ orbital.

In the CASSCF calculations of the ground and the
1ππ∗ excited state, the active space includes the three
highest π and three lowest π∗ orbitals. In the CASSCF
calculations of the 1nπ∗ excited state, the lowest π orbital
was replaced by the appropriate lone-pair orbital, while
in the respective calculations for the 1πσ∗ excited state,
the highest π∗ orbital was replaced by the lowest σ∗ or-
bital. In all CASSCF optimizations, the active space thus
correlates 6 electrons in 6 orbitals.

For the construction of the reaction path for hydro-
gen detachment from the azine group of adenine, the
coordinate-driven minimum-energy-path approach was
adopted, i.e., for a given value of the NH bond length
all remaining coordinates were optimized. To allow for a
clear distinction of ππ∗, nπ∗ and πσ∗ states, the molecule
has been constrained to be planar in the CASSCF excited-
state calculations. (Geometry optimization of the ground
state yields a slightly nonplanar amino group [29]; the
energy lowering with respect to the planar form is of the
order of a fraction of a kcal/mol and thus negligible for
the present purposes.) This symmetry constraint was re-
laxed in the DFT optimization of the reaction path for
hydrogen detachment in the lowest triplet state and in
the ground state to allow for vibronic interactions of elec-
tronic states of different orbital nature.
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Since accurate CASSCF and CASPT2 calculations
employing large active spaces are tedious and time-
consuming in the case of densely spaced excited states, the
time-dependent DFT method (TDDFT) with the B3LYP
functional has been employed for the calculation of the en-
ergy profiles along the CASSCF determined reaction-path
in a given electronic state. In the TDDFT calculations,
the 6-31G(d,p) Gaussian basis set was supplemented with
a standard set of s and p diffuse Gaussian functions [40]
at all nitrogen atoms, and with an additional set of s and
p diffuse Gaussian functions of exponent ζ = 0.02, local-
ized at the hydrogen atoms of the azine (NH) and amino
(NH2) groups. The TDDFT calculations have been per-
formed with the GAUSSIAN 98 package.

3 Results and discussion

The TDDFT/B3LYP energies for the vertical excitation
from the ground state (at the CASSCF equilibrium geom-
etry) to the three lowest excited singlet states are 5.04 eV,
5.09 eV, and 5.11 eV and are assigned to the 1nπ∗, 1ππ∗
and 1πσ∗ states, respectively. The corresponding oscilla-
tor strengths are 0.005, 0.205, and 0.001. For comparison
with previous calculations, we can refer to the CASPT2 re-
sults of reference [27] and TDDFT results of reference [29].
Only the two lowest valence states, 1nπ∗ and 1ππ∗, can
be compared. The Rydberg-type 1πσ∗ state is not present
in the TDDFT calculations of reference [29] due to the
deficiency of the basis set used, which does not contain
functions diffuse enough for a proper description of this
transition. The 1πσ∗ excitation energy has not been re-
ported in reference [27]. Our results for the lowest valence
states are in excellent agreement with the TDDFT results
of reference [29] (4.97 eV and 5.08 eV, respectively). The
main difference with respect to the CASPT2 results of ref-
erence [27] is the position of the 1nπ∗ state (6.15 eV), while
the 1ππ∗ transition energy (5.13 eV) is in good agreement
with our results. The TDDFT energy of the 1nπ∗ and
1ππ∗ transitions agrees reasonably well with the lowest
band near 4.9 eV in the vapor-phase absorption spectrum
of adenine [41].

The TDDFT adiabatic excitation energies (Te values)
of the three lowest excited singlet states are 4.75 eV,
4.99 eV, and 5.05 eV for the 1nπ∗, 1πσ∗, and 1ππ∗ states,
respectively. Once again, the 1nπ∗ state is the lowest state,
and its adiabatic energy is in acceptable agreement with
the lowest line observed in the REMPI experiment at
4.40 eV and assigned as the origin of the 1nπ∗ state [14].

It is worth to notice that the energy of the optimized
state is the lowest among the three excited singlet states
for each of the optimized excited-state geometries. To il-
lustrate this situation, the TDDFT/B3LYP energies of the
three lowest excited singlet states (nπ∗, ππ∗ and πσ∗) of
adenine calculated at the CASSCF-optimized geometry of
the respective excited state as well as at the ground state
equilibrium geometry are displayed in Figure 1. These re-
sults indicate a complex pattern of intersections and there-
fore strong nonadiabatic interactions between the adia-
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Fig. 2. Reaction-path PE profiles of 9H-adenine. The reac-
tion coordinate is the bond length of the NH bond of the azine
group. Open diamonds, squares and triangles: PE functions
of the 1nπ∗, 1ππ∗ and 1πσ∗ states, respectively, calculated
with the TDDFT method for state-specific reaction paths, op-
timized with the CASSCF method with planarity constraint.
Circles: ground-state energy calculated at the 1πσ∗ optimized
geometries. Full squares and triangles: PE functions of the
lowest ππ∗ and πσ∗ triplet states, obtained with the TDDFT
method for DFT-optimized geometries.

batic PE surfaces of the lowest excited singlet states of
adenine.

Figure 2 shows PE profiles of the 1nπ∗, 1ππ∗ and
1πσ∗ states obtained as a function of the NH stretch
coordinate of 9H-adenine (open symbols). The reaction
paths have been optimized in the excited states at the
CASSCF level, while the energy of the S0 state is cal-
culated at the 1πσ∗ optimized geometries. Although the
TDDFT/B3LYP method cannot be expected to be suffi-
ciently accurate to yield the correct ordering of the densely
spaced excited states of adenine, previous calculations
have indicated that the method may be reliable as far
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Fig. 3. (a) Reaction-path PE profiles (DFT energies) calcu-
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narity constraint. (b) The CCNH dihedral angle of the azine
group of 9H-adenine as a function of the reaction coordinate
for the S0 (circles) and T1 (squares) optimized reaction path.

as the shape of hydrogen-transfer PE functions is con-
cerned [42].

The photochemical behavior of the lowest 1πσ∗ state of
9H-adenine is seen to be exactly the same as found previ-
ously in pyrrole [33], indole [32], and phenol [34]. At small
values of the NH distance, the 1πσ∗ PE profile exhibits
the indication of a barrier which reflects the Rydberg-to-
valence transformation of the σ∗ orbital. Overall, the 1πσ∗
PE function is repulsive and exhibits symmetry-allowed
crossings with the 1ππ∗ and S0 states. The crossing of the
1πσ∗ and 1nπ∗ PE functions is, in principle, an avoided
one, as both states are of 1A′′ symmetry for the planar
system. The interaction of these two states appears to be
weak, however. The lowest 1nπ∗ state is bound like the
1ππ∗ state with respect to hydrogen detachment.

Figure 2 shows, in addition, the PE profiles of the
lowest triplet states of 9H-adenine (full symbols). These
profiles were obtained with the TDDFT/B3LYP method
along the DFT/B3LYP-determined reaction path. It is
seen that the PEs of the 1πσ∗ and 3πσ∗ states are close to
each other at these values of the NH distance, reflecting
the small overlap and thus small exchange integral of the
π and σ∗ orbitals. A comparison of the PE functions of the
3πσ∗ state obtained with two different theoretical meth-
ods (TDDFT in Fig. 2 and DFT in Fig. 3) shows that
they are parallel to each other, the latter being shifted
upward by about 0.3 eV with respect to the former. This
provides a rough estimate of the quantitative accuracy of
the theoretical methods used for the description of the
photophysically relevant 1πσ∗ state of adenine.

Figure 2 provides further support of the idea that the
intersection of the 1πσ∗ state with the S0 state along a
suitable hydrogen-detachment coordinate is a generic phe-

nomenon in aromatic systems containing azine or enol
groups. Like in indole [32] and phenol [34], the ground
state of adenine dissociates towards a 2σ radical and the
H(1s) atom, while the lowest πσ∗ excited state dissociates
towards the lowest dissociation limit, the 2π ground state
of the hydrogen-abstracted radical and the H(1s) atom.

The intersections between the 1A′ and 1A′′ states de-
velop into conical intersections when out- of-plane dis-
placements are taken into account. To investigate the na-
ture of the intramolecular displacements active in vibronic
coupling between these states, we have calculated PE
profiles of the S0 and T1 states along the respective re-
action paths at the DFT/B3LYP level without any sym-
metry restrictions. Such calculations can generally be per-
formed only for the lowest state of a given multiplicity.
These results are given by the full symbols in Figure 3a.
It can be seen that the intersection between the 3ππ∗ and
3πσ∗ states present at planar geometries develops into an
avoided crossing when out-of-plane distortions are allowed
and produces a barrier on the PE surface of the T1 state.
A similar effect is observed for the S0 state and results
from the vibronic interaction with the 1πσ∗ state at large
NH distances.

To give more insight into the nature of the out-of-plane
displacements involved in the coupling between the ππ∗
and πσ∗ triplet states and between the 1πσ∗ state and
the ground state, we show in Figure 3b the variation of
the CCNH dihedral angle θ along the reaction paths deter-
mined for the S0 and T1 states respectively. In both cases
the angle θ switches from planar geometry (θ = 180◦) at
the minimum of the S0 state or almost planar (θ = 171◦)
at the minimum geometry of the T1(ππ∗) state to the out-
of-plane-distorted geometry of the πσ∗ state (θ ≈ 125◦)
at RNH = 2.2 Å. All other out-of-plane coordinates show
only minor displacements along the reaction coordinate.
It can thus be concluded that the out-of-plane motion of
the detaching hydrogen atom induces the coupling of the
πσ∗ state with both the ground state and the ππ∗ excited
state.

4 Conclusions

We have investigated in this work a particular mechanism
of photoreactivity of 9H-adenine. It has been shown that
the lowest 1πσ∗ excited state, which nominally is a 3s
Rydberg state at the ground-state equilibrium geometry,
possesses a PE function which is repulsive with respect to
the stretching of the NH bond of 9H-adenine, while the
low-lying 1nπ∗ and 1ππ∗ states are bound with respect to
this coordinate. The PE surface of the 1πσ∗ state crosses
not only those of the 1nπ∗ and 1ππ∗ states, but also that
of the electronic ground state. These surface crossings,
which are partly allowed by symmetry, develop into coni-
cal intersections when out-of-plane deformations are taken
into account. The out-of-plane angle of the dissociating H
atoms has been identified as the primary coupling coordi-
nate of the conical intersections.

The qualitative topography of the PE surfaces is illus-
trated in Figure 4, showing the intersecting 1ππ∗, 1πσ∗
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h νννν

Fig. 4. Schematic view of the conically intersecting 1ππ∗, 1πσ∗

and S0 adiabatic PE surfaces and the associated photophysics.
The NH-stretch coordinate is drawn to the right, the H-atom
out-of-plane coordinate perpendicular to it. The arrow indi-
cates optical excitation of the 1ππ∗ state, the dots visualize
the motion of the optically prepared wave packet.

and S0 adiabatic PE surfaces as a function of the H-atom
detachment coordinate and the H-atom out-of-plane coor-
dinate. The arrow indicates the optical absorption process,
and the dots represent schematically the motion of the
optically prepared wave packet over the barrier associated
with the 1ππ∗–1πσ∗ conical intersection, the bifurcation of
the wave packet at the 1ππ∗–S0 conical intersection, and
the relaxation on the electronic ground-state PE surface.

The present results are preliminary as far as the ap-
plied electronic-structure methods are concerned. More
accurate excitation energies than provided by the TDDFT
method are desirable, e.g. CASPT2 or EOM-CC excita-
tion energies. Moreover, the photochemical reaction paths
of other isomers of adenine, in particular of the 7H-amino
form and of the imino forms, have to be explored, and
the other three DNA bases have to be investigated with
the same techniques. In view of the results obtained pre-
viously for the aromatic chromophores pyrrole, indole and
phenol [32–35] it is likely, however, that the photochem-
ical reaction mechanism discussed in the present work is
generic for all four DNA bases.

Tentatively generalizing the present results, the gen-
eral picture of the photochemistry of isolated DNA bases is
thus as follows. As a consequence of the reduced aromatic-
ity of these molecules owing to the presence of several het-
eroatoms, the light absorbing 1ππ∗ states are located rel-
atively high in energy. This property narrows the energy
gap between the threshold of absorption (the 0–0 line of
the lowest 1ππ∗ state) and the radiationless-decay thresh-
old. The latter is determined by the minimum of the cross-
ing seam of the 1ππ∗ state with the lowest 1πσ∗ state. The
conical intersection of the 1πσ∗ state with the electronic
ground state provides a pathway for ultrafast (femtosec-

ond) internal conversion to the ground state, thus bypass-
ing the potentially reactive triplet states. This qualita-
tive picture explains the unusual LIF spectra of jet-cooled
purine bases, with sharp and isomer-specific cut-offs of the
fluorescence. Since the 1nπ∗ states are of the same sym-
metry species as the 1πσ∗ states for planar systems, they
may interact more directly with the repulsive 1πσ∗ states
and may therefore acquire shorter lifetimes. Indications
of a shorter lifetime of 1nπ∗ states have been found in
several experiments [14,15]. It will be interesting to see
whether forthcoming calculations of the specific locations
of the surface crossings of the 1ππ∗ and 1nπ∗ states with
predissociative 1πσ∗ states can provide the explanation of
the molecule-specific and isomer-specific photophysics of
the jet-cooled DNA bases.

The photophysics of DNA bases in the condensed
phase is a very interesting topic which is, however, beyond
the scope of the present work. In recent calculations on the
photochemistry of indole-water and phenol-water clusters
it has been found that the Rydberg-like 1πσ∗ state is not
destabilized, as may have been expected, but rather stabi-
lized relative to the 1ππ∗ states [34,43]. The origin of this
unexpected phenomenon is the very large dipole moment
(≈10 Debye) of the 1πσ∗ state [32,34]. The stabilization of
the 1πσ∗ state relative to the 1ππ∗ states lowers the mini-
mum of the crossing seam in polar environments. The ex-
pected result is a complete quenching of the 1ππ∗ fluores-
cence. Moreover, calculations on clusters of pyrrole, indole
and phenol with water have revealed that the 1πσ∗ states
trigger a hydrogen-transfer process from the chromophore
to the aqueous environment, resulting in a radical pair (for
example, the pyrrolyl radical and the hydronium radical
in the case of the pyrrol-H2O cluster) [34,43,44]. The H3O
radical has been found to decompose into a solvated H3O+

cation and a solvated electron cloud in larger clusters [34,
43,44]. The formation of solvated electrons has long been
known to be an important channel in the photochemistry
of DNA bases in aqueous solution [4,8]. It is likely that
H-atom ejection driven by repulsive 1πσ∗ states is an es-
sential mechanism of the photochemistry of DNA bases in
protic environments.

This work has been supported by the Deutsche Forschungsge-
meinschaft through SFB 377 and the Committee for Scientific
Research of Poland (Grant No. 3 T09A 082 19).
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